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Abstract 

The New View of property tax incidence implies very specific impacts on the investment 
decision faced by developers and thus implications for tax policies enacted by local 
policy makers. Unfortunately, there is little to no conclusive evidence that the New View 
is valid and, if so, how significant the theatrical implications of the New View are in 
practice. This paper begins to fill this void by testing the main implication of the New 
View that higher (lower) than average property tax rates imply lower (higher) than 
average capital investment rates using data from three of the counties that make up the 
Saint Louis MSA. Using the total square footage of living space as a measure of capital 
investment, this paper shows that when using correct instruments for the property tax 
endogeneity, the tax elasticity of residential capital is about -0.20 and that this rate 
depends on the specific area by investigated.  
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Estimating the Responsiveness of Residential Capital Investment  
to Property Tax Differentials 

Introduction 
 
The growth of the urban space is a major concern among governments, academics and 
activists in the United States. The importance of this issue is increasing with the greater 
concerns of the environmental impacts of this expansion, rising transportation costs, and 
more focus by policy makers on how to best attract growth to a given area. A key policy 
question is how choices made by government decision makers impact and/or guide this 
growth. While previous studies focus on the role of regulatory policies such as zoning 
and other land use controls (Anas & Pines, 2008), one tool that has received relatively 
little investigation is the property tax. The property tax, which serves as the primary 
source of revenue for most local governments, is believed to be, at least partially, a tax on 
residential capital that both reduces the price of residential capital globally and changes 
its distribution across the economy (Mieszkowski & Zodrow, 1989).  
 
The New View of property tax incidence argues that the relationship between property 
taxes and residential capital is negative with higher than average property taxes pushing 
residential capital out of a jurisdiction all else equal (Mieszkowski & Zodrow, 1989). 
Building on this assumption, the urban economics literature argues that higher property 
taxes create an incentive to both reduce residential capital investment per acre and reduce 
the population density of a city (Brueckner & Kim, 2003; Song & Zenou, 2006; Song & 
Zenou, 2009) resulting in a net decrease in urban sprawl.  Unfortunately, there is little 
empirical evidence to support the core of these claims that residential capital decisions 
respond negatively to property tax differentials (Wassmer, 1993; Zax & Skidmore, 1994). 
Empirical validation of this theory and a better understanding of its magnitude are 
necessary for governments to understand the unintended or intended effects of property 
tax policy decisions and to understand the impact of these policy decisions on the spatial 
structure of the urban environment and the residential composition of their own 
community.  
 
This paper aimss to fill this gap in the literature by employing house-level data from three 
counties located within the Saint Louis MSA to test the responsiveness of residential 
capital to property tax differentials. Specifically this paper finds that the tax elasticity of 
residential capital ranges from -0.20 to -0.40 depending on the instrument used to control 
for the endogeneity of the property tax rates. Well-suited instruments reduce this range to 
between -0.20 and -0.25. These elasticities correspond to a loss of about ninety square 
feet for a one standard deviation increase in the tax rate above the market mean.  
 
Other contributions to the literature from this paper include the use of the percentage of 
the tax base exempted from taxation as an instrument for property tax differentials. 
Various specifications and sub-samples show that this instrument performs better than the 
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intergovernmental revenue received by school districts; an instrument more generally 
used in the literature. The analysis also shows, however, that land use exemptions (such 
as churches or schools) are not a valid instrument and produce biased estimates. Finally, 
this analysis shows that use of the school revenue instrument biases the tax 
responsiveness estimates toward zero as does the use of aggregated home characteristics 
data.  
 
The next section briefly reviews the literature on property tax incidence and reviews the 
only direct and several indirect tests of the theory. The third section outlines the model 
being tested, the econometric specification and controls and summarizes the data 
employed in this test. The fourth section summarizes the results from the estimation of 
the model and the fifth section closes with a summary and suggestions for further 
improvements.  
 

Previous Research 
 
Analytically, much work exists linking the property tax to the development of the urban 
space. Bruckner and Kim (2003) show in a mono-centric city model that that a higher 
property tax reduces the amount of capital per unit of land that a developer wishes to 
invest lowering the structural density of the urban space and increasing sprawl. This is 
referred to as the capital density (CD) effect. Simultaneously, a higher property tax 
reduces the size of residential structures (i.e. residential capital) that home buyers demand 
resulting in higher residential density (RD) and lowering the amount of sprawl. The 
model, however, cannot determine which of these two effects dominate without further 
assumptions on the functional forms of the model.  
 
Extensions by Song and Zenou (2006 & 2009) seek the necessary conditions for 
conclusive analytical results and then empirically test those predictions. The first 
extension assumes a Constant Elasticity of Substitution (CES) utility function in a mono-
centric city and shows that the RD effect dominates the CD effect when property taxes 
are increased resulting in a net decrease in urban sprawl. The authors empirically test this 
hypothesis by estimating the impact of the property tax on the spatial size of the 
urbanized area for more than four hundred urbanized areas in the United States and show 
that a one percent increase in the tax rate reduces the spatial size of the city by about .45 
percent. Subsequent work (2009) utilizes a duo-centric city model and empirical tests the 
predicted negative relationship between the ratio of the two “cities” property taxes and 
the extent of their urban boundaries.  
 
Work by Turnbull (1988) shows that property taxes affect the optimal timing decision for 
property development in certain cases. The model finds an inverse relationship between 
the optimal development time and the rate of the property tax on improvements. The 
driving force behind these analytical results is that residential capital investment 
decisions are impacted by the property tax as laid out by Mieszkowski and Zodrow’s 
(1989) New View of property tax incidence. In this New View, a higher property tax in 
some districts decreases the return to capital owners, causing them to seek higher returns 
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in areas with lower tax rates. As a result, the supply of residential capital moves across 
districts until the net return on capital investments across all districts is equal.  
 
In contrast, the Benefit View argues that differentials in the property tax are fully 
capitalized into the price of homes leaving no reason for capital to relocate. If the Benefit 
View is correct then there is no response in capital investment to property tax 
differentials thereby negating or dampening the effects outlined in the Bruckner and Kim 
(2003) and Song and Zenou (2006, 2009). If, on the other hand, the New View holds then 
it is important to know the magnitude of the response of capital to the property tax 
differentials to have a clearer picture of the actual incidence of a change in the tax policy.  
 
Despite the long-standing argument between supporters of the New View and the Benefit 
View, there is little hard evidence that the New View’s capital effect exists, and if so, the 
magnitude of this effect. The empirical work by Song and Zenou (2006; 2009) provides 
some indirect support to the implications of the New View; however, Wassmer (1993) 
performs the only direct test. Wassmer utilizes a five-equation simultaneous model using 
aggregated MSA level data to test for both the change the value of the property tax base 
(predicted by both views) and the movement in capital (predicted by the New View). 
Using three rounds of survey data from the U.S. Census of Governments Wassmer finds 
evidence of the capitalization of property taxes into values but is unable to find 
economically significant evidence of property taxes affecting the amount of capital 
invested.1  
 
There are two potential critiques of Wassmer’s approach. First is the choice to estimate 
the model across MSAs rather than focusing within a given MSA. It seems more 
reasonable that developers focus on differentials within a given MSA than between 
MSAs given the information costs associated with moving capital across MSAs. The 
second critique is that Wassmer uses a simple count of the number of homes within a 
given MSA to measure the level of capital investment. An increase in the number of 
homes does not necessarily; however, imply higher capital investments if the capital 
employed to build the new home is not greater than the capital loss due to depreciation 
and foregone maintenance. This paper specifically addresses these two critiques in its 
analysis. 
 

Model and Data 
Model 
 
The motivation adopted herein follows the theory of the New View proposed by 
Mieszkowski and Zodrow’s (1989) and graphically explained in Wassmer (pg. 138, 
1993). Assume that a given market is comprised of a number of sub-markets, each with a 
different demand for public goods but identical otherwise. Assume that residential capital 
can be freely invested in any of these sub-markets and the rate of return is equal in 
equilibrium.  If each district has a zero property tax rate, then the supply of residential 
capital is equal across districts, all else equal. If the districts then impose different 

                                                             
1 Wassmer finds a short-run tax elasticity of about -0.01 and a long run tax elasticity of -0.02. 
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property tax rates on the residential capital base, the net rate of return is different across 
the sub-districts in the economy forcing developers to reallocate their investments from 
areas with higher than average rates to districts with lower than average rates so as to 
maximize after-tax returns. This shifts the supply of capital resulting in a change in the 
pre-tax, or gross, return to capital and the adjustments continue until the after-tax returns 
are once more equal across all sub-markets (at a rate equal to that of the sub-market with 
the average tax rate).  
 
The testable implication of this theory is that those districts with negative tax 
differentials, or rates lower than average, should see higher than average capital 
investment while those with positive differentials should see lower than average 
investments of capital, all else equal. The ideal empirical test of this hypothesis is to 
estimate how the levels of residential capital react to property tax differentials while 
controlling for all other factors. Implementing this test, however, faces two major 
complications. The first is the measure of residential capital and the second is the 
endogeneity of the property tax differential.  
 
The challenge of measuring residential capital investment is due to residential capital, 
unlike financial capital, being significantly less liquid making the removal of capital from 
a given district or market either impossible or, at best, unobservable. Previous work has 
attempted to measure capital as a simple count of either the number of homes or the 
number of new building permits (Wassmer, 1993; Lutz, 2008). Using these 
measurements the argument is not so much that capital “leaves” a higher than average tax 
district, but rather experiences lower than average rate of new capital investment 
resulting in a lower net supply of capital.  
 
The primary pitfall with employing count measures is that they may falsely assign an 
increase in an area simply due to an observed increase in the raw number of homes or 
permits despite the newer homes being smaller than average. This mismeasurement 
results in a downward bias in the estimated impact of property tax differentials on 
residential capital. To avoid this bias this paper measures residential capital using the 
total square footage of living space in each home and argues that this is a superior to a 
simple count of the number of new homes or permits.2 The New View implies, with this 
measure, that districts with higher (lower) than average property taxes should see lower 
(higher) than average home square footages.  
 
Just as important as the choice of capital measurement is the definition of the relevant 
market used to define the market average. Previous studies have used either a set of 
MSAs (Wassmer, 1993; Lutz, 2008; Song & Zenou, 2006) or a manufactured Central 
City/Suburban market division (Song & Zenou, 2009). These definitions raise the 
question of what the investors and developers define as the market. It seems most 
reasonable that a given developer defines their market as, at most, the MSA or the 
specific county within which they operate. Movements outside of these areas are likely to 
                                                             
2 One possible problem with this measure is the panel data is not readily available to measure how the 
amount of capital changes with respect to property differentials and there are questions as to the relevant 
lag time between an observed differential in the tax rate and the response of capital (Groves, 2009).  
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impose additional information costs to the developers reducing their net returns. 
Therefore this project defines the market as the MSA from which the county data is 
obtained.3  
 
The second challenge faced when estimating this model is the possible endogeneity of the 
property tax. While the New View predicts that lower than average property taxes lead to 
higher than average levels of capital investment, higher than average capital investments 
require a lower than average property tax to generate the same level of revenue. Previous 
work has either exploited an exogenous policy change (Anderson, 2006) or used a 
measure of state funding to public schools (Song & Zenou, 2009) as instruments.4  
 
Unfortunately exogenous policy changes are hard to find on a large scale and while inter-
governmental transfers to schools may be an instrument for the school district property 
tax rate, it has little to no relationship to the property tax rate extended by other 
government or taxing districts.  The instrument needed in a variable that relates to the 
extended property tax rate but not to the investment decision made by local developers. 
This paper proposes the use of the property value exemptions made available by 
governments for various reasons including use, owner-occupied, age, or veteran status as 
an instrument for the property tax rate.  
 
The rationale for this choice is as follows: when a district extends a property tax on a 
home it calculates the rate by dividing the levy for the district by the total taxable 
property value with the district boundaries. This total taxable property value is the raw 
assessed property value (the simple sum of all assessed values) minus any value 
exemptions granted by the government to properties within that district. The correlation 
between the exemptions and the actual extensions is then a case of basic math. The 
purpose and timing for the exemptions is what ensures they uncorrelated with the level of 
capital investment. The two most common exemptions are for the use of the property 
(which, as discussed later, may be not be an ideal instrument) and owner-occupied or 
homestead exemptions. These latter exemptions are only for owner-occupied, single 
family housing and provide tax relief rather than investment incentives and are not 
available to renter, landlords or developers. Two other common exemptions are available 
to those over a given age threshold or veterans of the armed services and, like the 
homestead exemption, offer property tax relief rather than investment incentives. 
Therefore is seems reasonable to assume that exemptions, at least of the latter types, are 
uncorrelated with investments while very correlated with the annual tax rate extended to 
properties. 
 
This instrument is used to estimate the model expressed in equation (1) below where 
dif_lnsfla denotes the difference of the natural log of home i’s living square footage from 
the market average of the same measure. The variable dif_tax denotes the differential of 

                                                             
3 While the market area definition is important to help define the relevant study area, if the differentials are 
defined at the MSA or county level the addition of a constant term or county level fixed effects is sufficient 
to ensure the estimates on the variable of interest are stable across market definitions.  
4 Even in Wassmer’s five-equation model, the intergovernmental revenues to education are one of the key 
identifiers for the property tax equation. 
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the tax rate faced by home i from the market average and is the primary variable of 
interest.  
  

   (1) 
 
The row vector C represents home level characteristics that are believed to also 
determine the total size of the home such as number of bedrooms, number of rooms, 
number of stories and age. Each of the home level measures is differenced from the 
market average. The row vector S denotes a set of population and socioeconomic controls 
that might impact the size of homes in a given area. These variables include percentage of 
the population that is eighteen years of age or younger, the percentage of the population 
that is aged sixty-five years or older, the percentage of the population that is white, the 
percentage of the population that is black and the median household income. Due to 
issues of data censorship, these variables are measured at the census tract block group 
level and are differenced from their mean calculated using all block groups included in 
the market. Finally, the row vector EXP measure the differential between the spending 
for the government or taxing districts extending a tax on home i from the mean of the 
spending of all government or taxing districts within the market.  
 
The model expressed in equation (1) is estimated using the GMM instrumental variable 
method. The GMM process is preferred over the more general two-stage least squared 
method if one believes that heteroskedasticity is present in the data in which case the 
former is more efficient (Baum, Schaffer, & Stillman, 2003). This is believed appropriate 
in this case given that some of the data is applied to individual homes despite it being 
aggregated at a slightly higher level (such as tract block group).5  
 
As discussed previously, the model employs an instrumental variable to avoid bias 
caused by the endogeneity of the tax differential variable. There are three potential 
variables used as instruments in this study. The first, described above, is the percentage 
of the assessed value of the area within which home i is located that is exempted from 
property taxes and is denoted as dif_exemp. The second is more in-line with previous 
studies and is the differential of the intergovernmental revenue received by the school 
district within which home i is located (denoted as dif_sch_igr). The third potential 
instrument is meant to address one of the shortfalls addressed with using the school 
revenue measure and is the differential of the intergovernmental revenue received by the 
municipal (and township when appropriate) to which home i belongs (denoted as 
dif_muni_igr). The model is estimated using various combinations of these instruments 
and diagnostic statistics are calculated to determine the validity of the instruments used. 
 
Data 
 
The study area for this paper includes three of the five counties and one major city that 
compose the Saint Louis MSA. Specifically the counties are: Saint Clair and Madison 

                                                             
5 Diagnostic statistics verify the presence of heteroskedasticity in the data used to estimate the model. 
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counties from Illinois and Saint Louis County from Missouri.6 The three primary sources 
for the data include the County Assessor Database used for the Computer Assisted Mass 
Appraisals (CAMA), the 2000 U.S. Census of the Population and the 2007 U.S. Census 
of Governments.  
 
The location for each home within the Illinois county provided by the Assessor’s office is 
determined by geocoding the data and dropping any unmatched observations.7 The 
locations for the homes from the Saint Louis County data are determined using GIS 
parcel map provided by the county planning office. Point locators are generated for each 
parcel (defined as the center of each parcel polygon) to ensure that errors in map 
generation do not cause a single parcel to be assigned to more than one district or 
municipality. Intersecting boundary maps for school districts, municipalities and, for the 
two Illinois counties, township with the location data determines which tax districts 
extend rates to which homes.8 The map data is then joined with the house-level data 
included in the assessment database using the unique parcel identifier created by the 
county dropping any observations missing relevant house-level data or any parcels 
containing a property not designated as a single-family residency.  
 
The house-level data included in each county assessor database includes the location, 
total living area, type of home, number of stories and the total number of plumbing 
fixtures in the home. The Missouri data also includes the number of rooms and bedrooms 
in the home; however, assessors in the Illinois counties do not collect this data. To 
resolve this problem, the GIS map locating each observation is overlaid with the census 
block group map and each home in a given block group is assigned the average number 
of rooms and average number of bedrooms as measured by the 2000 Census.9  
 
The tax extension data is obtained from the County Clerk office for each of the counties 
included in the study and is expressed in mills. Each county in the study area assesses 
residential property at thirty-three and one third percent of market value allowing the use 
of the raw mill rates rather than effective property tax rates. The rate assigned to each 
home is the sum of the rate extended by township (when applicable), municipality and 
school district to which the home is assigned. These rates are defined as the zone tax rate 
where each unique combination of the township, municipality and school district define a 

                                                             
6 The original grant proposal included Saint Charles County and Saint Louis City. The data from Saint 
Louis City was not complete enough to provide enough observations to include them in the analysis and the 
data from Saint Charles County did not include any information on exemptions and provided poor 
estimates of the model. Additionally, diagnostic tests showed that neither of the intergovernmental revenue 
instruments sufficiently identified the model when using the Saint Charles data. The results from Saint 
Charles County, however, are available from the author upon request. 
7 Geocoding was necessary due to the inability to obtain the parcel GIS files from the Illinois counties. The 
most common reason for a failure to match in the geocoding process was missing house numbers or streets 
that were too recent to be included in the Tiger line files.  
8 The boundary maps are provided by the U.S. Census Bureau’s Tiger Line Files. 
9 It was suggested by several discussants to impute the number of bedrooms for the Illinois county data 
using the Missouri county data. At this point, however, there are not sufficient variables to identify the 
imputation equation shared across both datasets. This is, however, an area of future work. 
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unique tax zone.10 The market mean used to calculate the differential is defined as the 
mean of all the unique tax zones represented in the dataset. 
 
The differentials are calculated by subtracting each observed value from the calculated 
market mean of that variable. In all cases the market mean is calculated by joining all of 
the individual county datasets together and calculating the mean.11 In the case of house-
level data, each unique home is used to calculate the market mean. For the socioeconomic 
and population controls, each home is matched with the census block group based on its 
location and the homes are each assigned the value that corresponds with the assigned 
block group. The socioeconomic and population controls used for this analysis include: 
percentage of the population that is white (perwhite), percentage of the population that is 
black (perblack), percentage of the population that is eighteen years of age or younger 
(per18), percentage of the population that is sixty-five years of age or older (per65), and 
the median household income (income). The market mean for these variables is defined 
as the mean of the entire set of census block groups included in the data.  
 
To measure the level of public goods provided by each district, the total expenditures for 
each district (township, municipality and school district) are calculated using the 2007 
Census of Governments data provided by the U.S. Census Bureau. In all cases 
expenditures are defined as outlined by the U.S. Census Bureau. The total expenditures 
for the township and municipality are summed to form the municipal expenditure 
measure (muni_exp) and the per-student expenditure is used for the school district 
expenditure measure (sch_exp).12  
 
Tables 1 and 2 show the summary statistics for each county and the full sample for the 
raw data variables (i.e., not differenced) and the differentials when using the full-sample 
market mean respectively. Table 1 shows that Saint Louis has the smallest tax rate in 
2009 while Saint Clair County has the largest with the average tax rate around 5.4219 
mills. Homes in Saint Clair County are slightly smaller, on average, compared to the two 
remaining counties and the number of bedrooms and total rooms using the census data is 
largest in Madison followed by Saint Clair. Saint Louis and Saint Clair counties have the 
oldest homes in the sample, which is not surprising given that these two counties contains 
some of the first developments in the area.  

                                                             
10 Currently only the tax extended in 2009 is included in the analysis, however, data from previous years 
will be added in subsequent extensions. 
11 Originally the market average and differentials were calculated a second way using only the specific 
county observations to determine the market average and differentials for the observations within that given 
county. The results, however from these models are identical to those using the full sample average save 
the constant term or any county specific identifiers. Additionally the calculated elasticity for the tax 
differential was the same across methods.  
12 The per-student calculation uses the reported enrollment in the 2007 survey. 
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The demographic variables show that Saint Louis and Saint Clair are very similar with 
the exception of median income where Saint Louis reports a median income about 
$10,000 higher than Saint Clair County. The age distribution in Madison County is also 
similar; however, the racial makeup is significantly skewed toward whites over blacks.  
 
The public good distribution is also very interesting with the school funding being about 
equal across all three counties and the municipal spending being very high in Saint Louis 
County followed by Madison and then Saint Clair. These summary statistics give a very 
realistic picture of the Saint Louis MSA and the relative positions of the counties with 
respect to each other. The table also shows that more than one-half of the total sample 
observations are from Saint Louis County with Saint Clair and Madison splitting the 
remaining forty percent.  
 
The first three rows below the thin line (and county identifiers) are the three instruments 
used in the model with Saint Louis County showing a very small percentage exempted 
differential while Saint Clair and Madison showing between fifteen to eighteen percent of 
the total residential value exempted. The intergovernmental revenue is highest in Saint 
Clair County for the school district followed by Saint Louis County and then Madison 
County with the latter taking in the largest intergovernmental revenue at the municipal 
level and Saint Louis County taking in the least. The last two rows show the actual 
measure of the number of bedrooms and total rooms reported only in the Saint Louis 
County data. 
Differentials 
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Table 2 shows the differentials for the variables used in the analysis when the market 
average is calculated using the full data sample. Upfront the initial argument being made 
in this paper is observed as Saint Clair County has the only positive tax differential while 
also having the only negative square footage differential. Additionally, Saint Louis 
County has the largest negative tax differential and the largest positive square footage 
differential. This relationship, however, may be due to the endogenous nature of the 
property tax. The remaining variables show differentials corresponding with the relative 
comparisons discussed above. 
 

Results 
 
Full Sample Estimation 
 
Table 3 reports the results when equation (1) is estimated using the full sample and 
differentials calculated at the MSA level. The first column corresponds to the estimation 
using three instruments (differential of percentage of exemptions (dif_exemp), municipal 
intergovernmental revenue differential (dif_muni_igr) and school district 
intergovernmental revenue differential (dif_sch_igr)) for the tax differential; the second 
column uses only the exemption and school district intergovernmental revenue (IR) 
differential and the third column replaces the school district IR with the municipality IR 
differential. The fourth column uses only the exemption differential and the fifth uses 
only the school district IR differential. In all cases the results are shown with robust 
standard errors clustered at the zone level and the model is estimated using GMM. 
 
Across all five columns reported in Table 3 most of the control variables have the 
expected signs. Positive differentials in the number of stories, rooms, and fixtures predict 
higher square footage differentials while areas with a higher than average number of 
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older residents, incomes and expenditures at the municipal level also see greater than 
average square footages. One unexpected result is the negative sign on the number of 
bedrooms; this could be either a consequence of using the census data or a sign of a 
trade-off between bedrooms and square-footage. This latter explanation seems supported 
by the negative sign also found on the percentage of the population that is under the age 
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of eighteen and the negative coefficient on the school expenditure variables (both 
measures likely correlated with number of bedrooms). Another unexpected result is the 
significant negative sign on the race measures and there is no good explanation for these 
results. Neither the significance nor size of the tax differential variable is significantly 
altered, however, if these to variables are removed from the model.  
 
The tax differential estimate is significant at either the five or ten percent levels in four of 
the five columns in Table 3. The only time the coefficient is insignificant is in the fourth 
column however the point estimate is only slightly lower than those found in columns 
one through three. The only outlying point estimate is found in column five which, while 
significant at the ten percent level, is almost three times in the size of the estimate in the 
previous columns. Recall the key difference between the columns is the instruments used 
to control for the endogeneity of the tax differential variable. 
 
In the cases when more than one instrument is employed the diagnostic tests show that 
the over identification assumptions cannot be rejected meaning the instruments cannot 
necessarily be used as control variables themselves. To guard against weak instruments, 
the partial R-squared and F-statistic from the Cragg-Donald F-statistic test are reported 
(Baum, Schaffer, & Stillman, 2003). The general rule of thumb is for the Cragg-Donald 
F-statistic to be at least 10.0 before an instrument can be considered reasonable for a 
given endogenous variable. The results from the first three columns report rather good R-
squared statistics ranging between 0.32 and 0.38 and the F-statistics are well in the 
thirties or forties. This yields strong support for the validity of these instruments and the 
estimated coefficients on the endogenous variable.13 The fourth column, where the 
coefficient is not significant, the diagnostics show a rather good fit for the instrument 
with a slightly lower R-squared but significantly higher F-statistic. Finally, in the fifth 
column where the point estimate is extremely high, the diagnostics show that the 
instrument used (dif_sch_igr) may not be a very good instrument and may thus be adding 
bias to the point estimate of the tax coefficient. Specifically the partial R-squared is rather 
low (at only about.13) and the F-statistic is just at the 10.0 benchmark calling into 
question the validity of the school intergovernmental revenue measure as an instrument 
for the tax differential.  
 
To measure the economic significance of the tax differential coefficients the predicted 
elasticity of the square footage in response to a change in the tax rate is calculated.14 In 

                                                             
13 The tax differential is tested for endogeneity and in all cases, the null hypothesis that the variable can be 
treated as an exogenous variable is rejected. These results are available from the author upon request. 
14 The elasticities are calculated using the following method: Step one is to predict the square footage 
differential given the coefficients and the averages reported in Table 2. Based on the average square 
footage from Table 1 the predicted “observed” square footage is calculated. Step two is to predict the 
model once more using the same values for all the variables except for the tax differential which is 
increased by one percent (the mean reported in Table 2 is multiplied by 1.01) and the observed square 
footage is calculated again as is the percentage change in the square footage. Step three calculates the 
elasticity of the tax differential using this calculated percent change divided by the percentage change in the 
average tax implied by the one percent increase in the tax differential. The elasticity are to be read as 
representing the percentage change in the square footage of a home given a one percent increase in the tax 
above the average tax rate.  
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columns one through three are -0.108, -0.093 and -0.0878 respectively. In the fourth 
columns, despite the statistical insignificance of the result, the estimated elasticity is only 
slightly smaller than the previous results at about -0.0587. The elasticity from the weaker 
fifth column estimate jumps significantly to -0.1739. The elasticities from the first three 
columns imply a one standard deviation (as reported in Table 1) of the tax rate above the 
mean results in a loss of about 43.5 square feet or an area of about 6.5 feet square. If the 
tax rate were to increase from the mean to the maximum rate, all else equal, the loss in 
square footage would be almost 500 square feet or about one quarter the average home 
size. 
 
These results show a significantly larger impact from property tax differentials than that 
found in the Wassmer paper where the estimated point elasticity was -0.01 (1993). While 
Wassmer offered no interpretation as to the economic significance of his estimated 
elasticity, the data from this analysis implies an elasticity of -0.01 would result in a loss 
of about four square feet; barely enough space for a refrigerator. While these results do 
prove to be more substantial than those found by Wassmer, they also still rather inelastic 
implying that capital movement, while measurable, is not going to be enough to remove 
the differences in the rates of return in a short period of time without some other 
intervening factors.  
 
County Specific Results 
 
Saint Clair County 
 
There are two potential concerns with the results presented in Table 3. First is the loss of 
significance when the instruments are altered, especially in the case of column four, and 
second is that the different counties may react differently to changes in the property tax 
given their very different make-ups as outlined in Tables 1 and 2. To address this, the 
estimations reported in Table 3 are estimated again for each county individually.  
 
The first county focused on in the data is Saint Clair County located in Illinois. This 
county is located to the southeast of the Center of the Saint Louis MSA and includes the 
City of East Saint Louis. Table 1 shows that Saint Clair County has the largest average 
tax rate in the sample with the smallest homes compared to the other counties in the 
sample. Additionally the data shows a slightly higher percentage of blacks living in Saint 
Clair County compared to the other counties and an average median household income of 
about $40,000. The results from Saint Clair County are shown in the Table 4. 
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One of the first differences compared to the full sample results is the number of 
coefficient estimates that are not statistically significant. The impact from both race 
variables is insignificant as is, surprisingly, the impact from school spending. Similar to 
the results in Table 3 more bedrooms imply lower square footages while more rooms 
increases the square footage across all variations of the model and newer than average 
homes tend to also be larger. The one surprising result in Table 4 is that a positive stories 
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and median income differential both reduce the square footage of the home. One possible 
explanation for the impact of the number of stories is the prevalence of split-level and 
one and one-half story homes in Saint Clair County. Split level and one and one-half 
story homes are registered as a 1.5 story home; however, they tend to be smaller than 
single story homes.15 There is no clear indication as to why the income coefficient is 
negative in these results. 
 
The coefficient on the tax differential is estimated as negative and significant in the first 
four columns in Table 4 and, while negative, is not significant in the fifth column. The 
estimates are rather stable across the first four columns at between -0.0339 and -0.0367 
and in the fifth column the estimate drop to -0.0230. Again, however, the instrument 
variable diagnostics lends suspicion on the validity of the instrument in the fifth column 
with a partial R-square at 0.06 and an F-statistics less than ten.  
 
The diagnostics on the first four columns, as with those in Table 3, show that when a set 
of instruments are used the over identification assumptions remain valid and, across the 
columns, the partial R-squared of the instruments and the Cragg-Donald F-statistics are 
all good. As was the case in column four in Table 3, the use of only the exemption 
differential instrument, while producing a lower R-squared, has the largest Cragg-Donald 
F-statistic showing the strength of that measure as an instrument for the tax differential. 
 
Of the four results that are significant, the estimated tax elasticities are all around -0.25 
which is larger than those found in Table 3 implying that there may be some differences 
between counties. Based on the estimated elasticities and the mean values in Saint Clair 
County, a one standard deviation increase in the property tax rate above the county mean 
results in a loss of about eighty square feet or an area about nine feet by nine feet (about 
the size of a small bedroom). A move from the mean to the largest tax rate in the county 
would result in a loss of about 550 square feet or about one-half the size of the average 
single story home.  
 
Madison County 
 
The second county focused on is Madison County. This is the second Illinois County in 
the dataset and is located to the northeast of Saint Louis City across the Mississippi river. 
Table 1 shows that Madison County has the second highest tax rate in the sample while 
significantly lower than the rate in Saint Clair County. The area has only slightly larger 
homes than those in Saint Clair County and is mostly agricultural. The county is almost 
completely white with an average median household income of about $45,000.  
 

                                                             
15 The average square footage of single story homes in St. Clair County is about 1130 square feet while 1.5 
story homes have an average square footage of 956 square footage and two story homes have an average 
square footage of 1175. 
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Table 5 reports the results from the estimations when using only data from Madison 
County in the five different specifications reported in the previous tables. The control 
variables that are significant follow their expected sign and parallel the results from the 
full sample. The key difference is the lack of significance of most of the population and 
spending controls with school spending only significant in the last three columns. These 
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results, however, are not surprising if one considers the rather homogenous population 
implied by the summary statistics in Table 1.  
 
The tax differential is significant in all five columns but it is only negative in the first 
four columns. The positive value in the fifth column is not of concern given the poor 
performance of the dif_sch_igr variable as an instrument in the previous estimates and in 
this estimation. The partial R-squared is only 0.15 and the F-statistic is less than half the 
lowest level recommended in the literature. As a result, the estimates from column five 
are expected to be biased.  
 
Unlike in the case of the Saint Clair data, the coefficient on the tax differential varies 
rather sustainably across the specifications shown in Table 5. The results are similar to 
those in Table 4 in the first two columns of Table 5, however the diagnostic statistics 
show that the over identification assumptions are strongly rejected in those columns 
despite the high partial R-squared and F-statistics. There is not sufficient data to reject the 
over identification assumptions in the third column implying less potential bias in those 
estimates which are slightly larger than those shown in Table 5 lending some support to 
the idea that different counties may react differently to tax differentials. The increase is 
not that large, however, with an estimated elasticity of about -0.34 or a loss of about 
ninety-five square feet with a one standard deviation increase in the tax rate and a loss of 
just over 400 square feet for a move to the highest tax rate. The estimate from the fourth 
column is even higher with an estimated elasticity of -0.40, however the diagnostics show 
a smaller partial R-squared and a smaller F-statistics compared to the results in column 
three.  
 
Saint Louis County 
 
The final county included in the data is Saint Louis County and is the largest in the 
sample. Saint Louis County is located in Missouri and surrounds the City of the Saint 
Louis (a separate entity) to the west. Saint Louis County contains all of the suburban 
communities to the City of Saint Louis, which includes more than ninety incorporated 
cities and more than twenty school districts. Table 1 shows that Saint Louis County has 
the lowest tax rate in the sample with homes that are larger than those in the Illinois 
counties and has an average median household income of about $59,000.  
 
Table 6 shows the first set of results reporting the estimations using Saint Louis data only 
of the same models used previously and the differences are striking. One key difference 
between Missouri and Illinois to keep in mind is that Missouri does not offer the same set 
of exemptions that Illinois offers. There is data, however, provided by Saint Louis 
County as to the percentage of specific parcels that are exempted from taxation for a 
variety of reasons ranging from special considerations to use exemptions. Therefore, 
while the calculation of the percent exemption variable is the same, it is likely not 
measuring the same effect in the Missouri counties as it is in the Illinois counties.16  
 
                                                             
16 Missouri does offer some circuit breaker programs; however, these are administered at the State level and 
thus have no impact on local revenues or extensions. 



18 

The significant results on the control variables in Table 6 correspond with those found in 
the full sample estimation. Specifically the number of stories, rooms, fixtures and income 
all increase the size of the home while the number of bedrooms and a higher percentage 
of younger individuals reduce the square footage. As in several previous cases, the 
current expenditures by either the municipality or the school district are insignificant with 
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the exception of columns two and five where the former is significant at the ten percent 
level. The significant, yet small, estimate on the age variable due to the large age 
distribution of homes in Saint Louis County and that many of the older home located near 
the Central Business District are as larger, if not larger, than many of the newer homes 
located on the western most fringes of the county.  
 
The results from Table 6 for the tax differential show negative estimates in columns one, 
two and five but positive estimates in columns three and four and, in all cases, the 
estimates are not significant. Paired with these unexpected results is the poor 
performance of the instruments. The instrumental diagnostics show that while over 
identification is not a problem (with the solid failure to reject the validity assumptions), 
the instruments all show poor predictive power in the first stage estimation with small 
partial R-squared terms and extremely small F-statistics. The only F-statistic that is 
reasonable close to the 10.0 benchmark is in the fifth column when dif_sch_igr is used. In 
this case, while the estimate of the tax effect is statically insignificant, the sign is more in-
line with expectations as it is negative with an estimated elasticity is about -0.02.  
 
While the results from Table 6 are disappointing, they do provide some very usefully 
information. First and foremost is that not all exemptions are the same. It seems likely 
that the reason the exemption variable is performing so poorly in this case is that, as 
discussed previously, the exemptions in the Saint Louis County data are not the same 
type of exemptions in the Saint Clair and Madison County data. The Saint Louis 
exemptions are more generally land use exemptions that have little, if any, correlation 
with the annual tax rate given their perceived permanence (or lack sufficient variation to 
be useful as an instrument). The weakness of these types of exemptions is clear in column 
four where the partial R-squared is essentially zero compared to the results in column 
four from Table 4 and 5 where the partial R-squared and F-statistics are much stronger. 
Therefore, the results from Table 6 show that care must be taken when considering what 
exemptions to include when using these as an instrument for the tax differential.  
 
The second piece of information from Table 6 is that, in the absence of these exemptions, 
the school intergovernmental revenue, while not perfect, is likely the next best alternative 
as shown in columns one, three and five. The corresponding results from Tables 4 and 5 
imply, however, that the results when using this instrument biased slightly toward zero. 
This is evident by the lack of significance of the results in column five in Tables 4, 5 and 
6. The remarkable similarity between the estimated elasticity of the results in column five 
of Table 6 and those found elsewhere in the literature also imply that the use of the 
school IR variable (or one very similar to it) as an instrument may be partially to blame 
for the very small estimated tax impact on residential capital. Verification of this 
conjecture, however, requires further work.17  
 

                                                             
17 Estimates where carried out using only the two Illinois counties and results show that, compared to Table 
4, the estimated coefficient on the tax differential variable across all columns as more negative, more 
significant and the exemption instrument (column four) performed very well as an instrumental variable. 
The results are available from the author upon request. 
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The data from Saint Louis County may also shed some light on the potential bias in the 
estimates when using the Census values as proxies for the number of bedrooms and total 
number of rooms of a home. As mentioned previously, this data is not collected by the 
Illinois counties but is included in the Saint Louis County data. Therefore the five 
specifications are estimated once more using the actual number of bedrooms and total 
rooms for the Saint Louis County data and the results are shown in Table 7.  
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Notice the inclusion of the actual values for the number of bedrooms and total rooms 
deflates most of the other coefficient estimates with the largest impact being on the 
census measures and the number of stories. This makes sense given the former variables 
are measured on the same scale while the latter was likely taking up any house specific 
error from using the proxy measures and is likely correlated with both number of rooms 
and bedrooms. The inclusion of the actual values, however, does not change the 
significance on any of the control variables with the exception of the number of 
bedrooms and race measures with the latter two completely losing significance. 
 
Introducing the actual values causes the coefficient on the property tax differential to 
become significant and more negative. Recall the only difference between the results 
shown in Table 6 and 7 are the use of the actual values for the number of bedrooms and 
total rooms. The inclusion of these measures does not change the performance of the 
instruments (as expected) but it does shift the point estimates for the tax differential more 
negative implying that the use of the census measures bias the results toward zero. 
Therefore, it is reasonable to take the results reported in Tables 3 through 6 as lower 
bounds for the capital responsiveness to changes in the property tax rates and that 
replacing the census proxies with the actual room counts will result in an even more 
elastic response of capital to tax differentials. 
 

Conclusion 
 
How residential capital investment decisions respond to changes in the property tax are 
clearly an important theoretical issue and practical policy making concern. Economic 
theory is unable, by itself, to come to a definitive conclusion on this question leaving the 
question to empirical analysis. While the New View makes a reasonable argument as to 
why residential capital responds to tax rate differentials across various districts, the 
Benefit View makes just as reasonable arguments as to why this is not the case. While 
other papers focusing on the impact of property taxes on urban sprawl or the timing of 
development have attempted to either assume the true incidence theory is something 
between the New and Benefit Views or attempted to test the idea indirectly, only one 
previous study has addressed the question directly. In that test, Wassmer (1993) found 
weak support for the New View estimating a tax elasticity of residential capital at -0.01 
or -0.02 in the long run.  
 
This paper addresses the impact of property tax differentials on the residential capital 
investment decision by using data from three counties within the Saint Louis MSA to 
directly test the relationship between the two variables. This paper describes three 
improvements in testing this relationship. The first is the use of micro, house-level data 
within the same MSA which seems to both be a more reasonable study area and of a level 
of aggregation to observe finer adjustments to tax differentials. Secondly, this research 
improves the measure of residential capital investment by using the square footage of 
living space rather than a simple count of the number of homes or building permits in a 
given district. Finally, this research improves the analysis by submitting an improved 
instrument to control for the endogeneity agreed to exist when testing the impact of the 
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property taxes on investment or property values. Specifically this paper proposes the use 
of the percentage of the property tax base that is exempted from taxation as an instrument 
and shows, when using exemptions other than land use exemptions, the variable performs 
very well as an instrument and performs better than a measure of intergovernmental 
revenues received by school districts, a measure more generally employed.  
 
This paper reports that the average tax elasticity of residential capital investment is likely 
to be between -0.20 and -0.40 depending on the specific region being tested. The result 
from the full sample produce smaller elasticities, however by breaking the data into the 
respective counties show that the full sample estimates are biased toward zero by the 
inclusion of the data from Saint Louis County and the use of Census proxies for total 
bedrooms and total rooms in a home. The bias from the former is caused by Saint Louis 
County only reporting land use exemptions while the latter is verified using the Saint 
Louis County data where the actual bedroom and total rooms counts are reported by the 
County Assessor.  
 
When the two Illinois counties are estimated separately they produce rather similar tax 
effects on the range listed above (when when estimated as a joint sample). The variation 
that remains across the two counties is due to the significant differences in the makeup of 
the two counties as evident in the summary statistics describing the two locations.18 The 
estimated elasticities result in an expected loss of about ninety square feet for every one 
standard deviation increase in the tax rate above the estimated mean. This is equal to the 
size of a small bedroom in the average home.  
 
One potential concern with the results found in this study is the reliance on aggregated 
measures for the number of bedrooms and total rooms in homes located in Illinois. While 
the data from Saint Louis County shows a potential for an underestimation of the effects 
(in absolute value), more concrete evidence from the Illinois counties would be preferred. 
Another potential concern not addressed in this analysis is the role of historic trends in 
the property tax differentials for a given district. The analysis herein is a snap shot of the 
development picture and attempts to assign incidence using a single point in time. Further 
work using a panel of data is needed to determine how the responsiveness of capital 
changes over time and as developers learn about the tax reputations of given districts. 
Even with this snap shot, however, the analysis has shown much more creditability for 
the New View theory of tax incidence and that residential capital decisions are responsive 
to tax differentials. 

                                                             
18 The model is estimated using only the two Illinois counties and the estimated elasticity for the three 
columns employing the exemptions instrument are consistently in the range -0.21 and -0.25. These results 
are available from the author by request. 
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